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Abstract—While the 3D graphics technique has found its place for the scientific visualization, especially for medical and biological
applications, it has long been speculated that the 3D may not be so much effective as far as the conventional information visualization
is concerned. We agree upon this view that the naive extension of the 2D visual forms to 3D is not a way to go. Instead, the computer-
generated 3D virtual world will serve best when the virtual world is seamlessly integrated with the real 3D space. For an example,
a physical automobile model surrounded with various kinds of virtual visual forms such as texts, images, sounds and 3D models will
offer the user (or the audience) another level of appreciation and experience on the subject being presented.
In this paper, we present our on-going developmental efforts toward the above framework which calls for the tight integration of the
3D visual forms and the 3D real space.
The Spatial AR Hologram (SPAROGRAM) is capable of manifesting augmented three-dimensional information by making full use of
the real 3D space that encompasses the surroundings of the real object comprehensively and simultaneously. To accomplish this,
a multiple layer of stereoscopic images was implemented. Stereoscopic images enable spatial visualization using the physical and
virtual third dimension. Furthermore, ensuring the continuity of the spatial experience, we made the use of spatial exploration with
user interaction in real-time. We describe the whole process of system design and prototyping. Our initial investigation suggests that
the newly conceived holographic display produce not only continuous 3D space perception, but also the better spatial awareness
and realism. Furthermore, it is a promising way to present information in three-dimensional display and help the users understand
information effectively and efficiently.

Index Terms—spatial data visualization, augmented reality, holographic display, 3D visualization

1 INTRODUCTION

Going beyond the text-based 1D and flat 2D configuration, there has
been countless number of attempts to revolutionize the way to con-
struct virtual 3D space as close as to the reality and realistically rep-
resent 3D information. In particular, over the past few decades, 3D
graphics techniques has been utilized in scientific visualization field
to simulate and navigate dataset, especially for visualizing complex
3D visual objects, hierarchical information structures and so on. Even
though it is regarded as 3D by rendering perspective 3D image provid-
ing greater spatial flexibility, image is displayed on a 2D single layer
offering a limited depth effect. As a result, there are limits and restric-
tions on a perfect 3D visualization, depriving the users an opportunity
to gain a more complete of complex 3D information.

Accordingly, previous research has explored realistic 3D rep-
resentation technologies to better support spatial memory such as
stereoscopic display, holographic display, volumetric display, and so
on [9, 13]. However, they do not have the capacity to provide three-
dimensional experiences which actually evoke physical depth cues.
Especially, it is difficult and inefficient in displaying additional infor-
mation on the physical object with the flavor of augmented reality.

In this paper, we present Spatial AR Hologram (SPAROGRAM),
a new visualization system that produces three-dimensional informa-
tion that makes the best use of the real 3D space. First, we make a
continuous 3D space that is not subject to a space limit. It allows the
system to create augmented information in the way of using real 3D
space and physical object as a display area simultaneously. To im-
plement this, we organize the system with using 2-layer display and
apply the stereoscopic image at both front and back displays. Second,
we enable viewers to experience the information consistently by in-
corporating 3D user interaction. Depth camera faces the viewer and
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tracks the position in real time to enable the interaction between the
system and the viewer.

We describe the SPAROGRAM implementation, including hard-
ware configuration, system design and prototype for offering spatial
experience. We illustrate application prototypes where SPAROGRAM
could be applied efficiently including scientific visualization, espe-
cially for medical and biological applications and displaying exhibit
information in museum environments. Finally, we evaluate the user
on how effective the system is in creating the 3D spatial perception
and spatial awareness. Our system is significantly different from the
general three-dimensional visualization method in the way that we use
both the real space surrounding the physical object and the object itself
as a display area at the same time. As the final outcome, we discovered
the possibility of SPAROGRAM for three-dimensional information vi-
sualization overcoming the limitation of conventional 3D information
visualization.

2 RELATED WORK

2.1 3D visualization
Over the past few decades, there has been attempts to visualize the
three-dimensional information that simulate the richness of 3D real-
ity. Smallman et al. mentioned that 3D visualization is ecologically
plausible than 2D since our retinal images are perspective projections
of the world. Also it is preferable because it integrates all three di-
mensions of space into a single display, so people may be spared the
mentally demanding process of observing back and forth to gauge spa-
tial relationship [24]. Accordingly, it has been believed that closer the
information resembles the real world, easier the usage. Nevertheless,
it has been considered as a way to avoid using in general informa-
tion visualization. Cockburn et al. also claimed that adding a third
dimension to computer displays does not aid users spatial memory.
Therefore it is difficult to recognize the accurate space perception and
it resulted in loss of information [3]. Jason also mentioned that even
with the help of 3D rendering software, complex data or 3D objects
displayed on 2D screen are still unable to offer depth information ef-
fectively and correctly [9]. Moreover, there is no significant difference
between task performance in 2D and 3D, causing clutter, occlusion,
and low efficiency [23, 4]. However, the strong utility of pure three-
dimensional interfaces for scientific visualization [20], medical, mod-
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eling 3D surfaces, architectural as ever means that interface design for
pure 3D remains an important and challenging issue [22, 21, 26]. We
propose the new space visualization system that helps presenting and
delivering three-dimensional information effectively.

2.2 3D display technologies
The ultimate goal of display technology is to show a realistic three-
dimensional image that appears to float without a screen frame. Be-
yond the general 3D graphics that show only two-dimensional flat
images that lack depth information [8], there has been a lot of re-
search on exploiting the third dimension, including the opportunity
to present realistic three-dimensional information [9]. The concept
of the stereoscope, which works based on binocular disparity, allows
people to observe different perspectives of an object. So the illu-
sion of depth can be created from two 2D images. Then, the brain
merges those two images into a single 3D perspective. Stereoscopic
technique has been widely used for simulating data, exploring and ma-
nipulating information using the three-dimensional graphics in diverse
fields such as medical training [27], scientific visualization [17], edu-
cation [12], movies and so on, aiding viewers understanding of spa-
tial relationship [16]. As spatial display techniques, holographic dis-
play and volumetric display are 3D visualization techniques that form
the representation of an image in three physical dimensions rather
than 2D screen [14, 6]. It provides a natural depth perception, and it
prompts viewers to focus on an image itself rather than on a frame of
screen [18]. Both offer all the physiological depth perceptions without
any conflict [13]. In this paper, we propose a system that can produce
3D information effectively by utilizing the advantages of both stereo-
scopic displays and multi-layer display.

2.3 AR Holographic display System
When representing 3D graphic information, integrating graphical aug-
mentations into the real environment is effective with the form of aug-
mented reality (AR). Many approaches have taken augmented reality
utilizing special devices such as head-attached and hand-held displays,
and many others [2]. Of those, transparent screen, or hologram, has the
ability to reconstruct a complete and seamless media space generating
3D image in physical space. It enables viewers to see virtual images
that appear to coexist in the same space as the real world. Starting with
the hologram performance, Peppers Ghost (1869) [25], it has been ex-
panding its application into telepresence [10], presentation, medical
training [7], and desktop workspace for a long time. Recent research
has shown that it has ability to enable viewers to rapidly mix real and
virtual associated information and create the 3D illusion that viewers
have visual integration naturally [11, 15]. However, it still has a prob-
lem to evoke physical depth cues and limits on displaying perfect 3D
information because it uses only the frontal flat area. Proposed Spatial
AR Hologram completely reconstructs the physical three-dimensional
display area surrounding the real object, so it effectively enables vi-
sualizing 3D image on the mid-air. In addition, it allows viewers to
experience 3D information spatially.

3 DESIGN AND PROTOTYPE OF SPAROGRAM
3.1 Design of SPAROGRAM
The ultimate goal of 3D visualization is to reproduce the images gener-
ated by a real-world physical object realistically, while helping people
explore and navigate data easily and effectively. Apart from general
3D graphics, stereoscopic 3D graphics, holographic display, and other
3D visualization methods have provided viewers three-dimensional
experiences by fully utilizing the available resources. Nevertheless,
there exists a limit on these techniques in expressing and delivering
the spatial relationship and depth information like the real physical
object does(Figure 1-(1), (3)). The limit grows even more apparent
in situations like AR which visualizes the virtual additional informa-
tion along with the physical object (Figure 1-(2)). Figure1 shows the
table that classify 3D visualization techniques under two heads; one
is whether the method provides 3D spatial perception or not, and the
other is the existence of the physical objects.

Fig. 1. Table of the classification of 3D visualization techniques

In order to overcome the limitations of conventional 3D represen-
tation, we propose a new visualization system, SPAROGRAM (Fig-
ure 1-(4)) that can help the creation of three-dimensional information
effectively. This system uses both front and back space surrounding
the physical object and the object itself as a display area, so it enables
not only reproducing real three-dimensional information through tak-
ing advantage of the real space possible, but also leading to better spa-
tial understanding of the scene as well through especially using the
front semi-transparent display. To achieve this, we need to solve the
spatial visualization and the spatial exploration problems.

In order to express spatial visualization, we installed multi-layer
display, and applied 3D stereoscopic technologies. Multi-layer dis-
plays offer spatial impression by increasing the number of displays
and arranging them separately in the physical space. Stereoscopic
technologies enable the creation of the continuous space between two
layers possible by adding the third dimension. In this study, we applied
stereoscopic image in the front display. It allows the virtual informa-
tion to be merged around the physical object naturally and accurately
(Figure 4(a)). In addition, for the spatial exploration, it is important to
offer additional information with visual consistency according to the
viewers physical point of view. The camera faces the viewer and tracks
the positions to visualize information by guaranteeing their spatial ex-
perience in real-time. As a result, it creates active interaction between
the system and the viewer (Figure 4(b)).

3.2 Prototype of SPAROGRAM
The proposed SPAROGRAM uses two displays, a semi-transparent
film and a monitor, placed in parallel and 1 meter physically apart
from each other. The space in between is used to place the real ob-
ject which serves as physical information (Figure 3(c)). The semi-
transparent film reflects the virtual image which is emanated from the
projector underneath, manifesting a virtual image on the mid-air (Fig-
ure 3(d)). Another display, placed in the back, serves as the backdrop
scene at this moment, but will produce stereoscopic 3D images later,
as it will be described in the following section. With this configuration,
the system enhances the viewers spatial perception and experience by
allowing them to look at the physical objects as well as the displayed
digital information on the front and back displays at the same time
(Figure 3(a),(b)). Our physical configuration for SPAROGRAM is il-
lustrated in Figure 2.

Fig. 2. Prototype of SPAROGRAM
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For the front display, we use Musion Eyeliner 42 inch semi-
transparent display with 40% light transmission [5]. The physical ob-
ject and the back layer display are viewed by the user and through the
semi-transparent front display. This front display reflects light toward
the viewer from a projector mounted under the system. The projec-
tor displays a 1024×768 pixels images at 4000 ANSI LUMEN. A 50
inch Samsung LCD displays (1920× 1080 pixels images) is used as
the back layer. We installed the controllable lights inside the system
that switch the scene between virtual reality and augmented reality in-
formation naturally and improve the visibility of the real object. The
light system is controlled by using ARDUINO [1]. A depth camera
which is installed in front of the system faces the viewer and tracks
their movements in real time. To block the light and enhance usability,
we covered the entire system with a black cloth except for the front
which serves as the interaction space with the viewer.

Fig. 3. SPAROGRAM configuration: (a)front view of the system, (b)side
view of the system, (c)physical object, (d)projector

3.2.1 Spatial Visualization: multi-layer display with stereo-
scopic imaging

To visualize 3D spatial images, we applied a stereoscopic image
at the front display and a 2D image at the back display respec-
tively(Figure 4(a)). Polarized 3D system, one of the 3D representa-
tion methods, is not applicable in this case because of the diffused
reflection properties. Accordingly, we applied the anaglyph 3D image
which can be implemented easily. In processing program, we installed
two virtual cameras at a position ones two eyes apart in the horizontal
direction [19]. Two cameras view the same image and extract each
image as red and cyan colors. As an experimental approach, although
we currently use an anaglyph 3D image system, active shutter 3D sys-
tem is preferable for that it is much better at three-dimensional repre-
sentation and high resolution implementation. Meanwhile, we imple-
ment the system applying stereoscopic front screen and 2D back layer
screen. Whether to apply 3D stereoscopic images on both displays is
an interesting issue and further investigation will be needed.

3.2.2 Spatial Exploration: Head tracking with depth camera

One depth camera (Microsoft Kinect) in front of the system faces the
viewer and tracks the head to enable the motion parallax. It tracks the
position of the viewers head and links it with the two cameras which
render graphical elements in the virtual three-dimensional space (Fig-
ure 5). This allows the viewer to see the digitalized additional infor-
mation as their attention is correctly registered on the physical infor-
mation consistently. Therefore, it ensures the continuity of the spatial
experience, increasing the interactivity between the information and
the viewer (Figure 4(b)).

Fig. 5. Head tracking with depth camera in real-time

4 FEASIBILITY STUDY

4.1 Comparison of 3D spatial perception

In this paper, we tested our system with experimental users, focusing
the user study on how effective the system is in creating the 3D spa-
tial perception. In order to verify the 3D spatial perception, it was
unnecessary to operate back layer display at the same time. Twelve
participants with past experiences with 3D user interfaces (age 20-32,
4 male and 8 female) were recruited to participate in the study. The
total experiment time for each participant was between 30-40 min. Be-
fore the user test, users had the time to familiarize themselves with the
system. We showed real object and virtual object images located in
different z-value (depth) to users, and they experienced depth varia-
tions through the system by controlling the depth value of each virtual
image (Figure 6).

Fig. 6. Virtual boxes and physical object located in differenct z-
value(depth) to familiarize users with the system

Then we conducted a user evaluation with three physical variants
of the SPAROGRAM: Type 1) the system applying 2D image (2D).
Type 2) the system applying 3D stereoscopic image (3D). Type 3) the
system applying 3D stereoscopic image and user interaction (view-
dependent 3D) as shown in Figure 7 where the user viewed in front of
the system. Tasks were designed to evaluate the 3D spatial perception,
exclusively depending on the depth value regardless of other variants
such as size. Users were asked to arrange a virtual ring image spatially
aligned with the physical sphere model which is located in the middle
of the system. We formally evaluated the error value (the difference of
the position between the two objects in space), task completion time,
and the total number of tries. Users were asked to complete the task
as accurately and quickly as possible.

Fig. 7. User evaluation setup: (a)virtual 2D ring image, (b)virtual 3D ring
image, (c)2D AR Hologram-virtual 2D ring image and physical sphere,
(d)3D AR Hologram-virtual 3D ring image and physical sphere
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Fig. 4. (a)Spatial visualization: conventional system(left), system with multi-layer display and stereoscopic imaging(right), (b)Spatial Exploration:
conventional system(left), system with head tracking interaction(right)

Figure 8(left) shows the difference of the position between the real
object and virtual ring image. The 2D condition was 445.63 pixel
(standard deviation: 62.74 pixel), followed by 3D 78.13 pixel (STD:
62.74 pixel), view-dependent 3D 56.87pixel (STD: 55.58 pixel). In
2D interface, users were confused because the virtual image looked
as if it was always located in front of the real object. In contrast, in
the case of 3D and view-dependent 3D, users placed the virtual ring
image closer to the center of the physical object comparatively easier.
Figure 8(right) shows the mean task completion time across all condi-
tions (2D, 3D, view-dependent 3D). The 2D condition was the slowest
51.83s, followed by view-dependent 3D 32.17s, and 3D 31.08s being
the fastest. In 2D condition, most participants looked confused. On
the other hand, users performed the tasks more efficiently in view-
dependent 3D interface since they were able to look in various angles
by moving their heads. A repeated measures ANOVA yielded a sig-
nificant difference between the three type conditions ( p < 0.05). The
results of the total number of tries are shown in Figure 8(right). Es-
pecially in the case of view-dependent 3D (35.67 number of times)
participant performed tasks easier in creating 3D space perception
without confusion. A repeated measures ANOVA yielded a signifi-
cant difference between the three type conditions ( p < 0.001). Users
comments include “recognizing the space in 2D interface is difficult
since the virtual image always seemed located in front of the physical
object”, “I feel as if I am adjusting the image size in the 2D flat screen
rather than the depth of the virtual image”. In contrast, in the case of
3D and view-dependent 3D condition, they easily positioned virtual
image and the physical object like a one object effectively.

Fig. 8. Results of user evaluation: the difference of the position between
the real object and virtual ring image (left), task completion time and
total number of tries (right)

4.2 The effectiveness of SPAROGRAM for 3D visualization
We also conducted a user evaluation qualitatively to confirm the ef-
fectiveness of SPAROGRAM in visualizing three-dimensional AR in-
formation. Two prototype contents for user test were made and each

of them had two types, one is for conventional AR hologram which is
comprised of 3D graphics and a real object, and another is for newly
conceived SPAROGRAM. We displayed same amount of information
in each system and users observed contents for a period of time, then
conducted the survey. First prototype contents are data visualization
in medical environments (Figure 9(a),(b)). The system produces aug-
mented medical information in the space surrounding the physical hu-
man model. For example, through the frontal semi-transparent dis-
play, virtual images such as human skeleton, structure of organs, and
related information are augmented on each position of the human body
model. At the same time, images describing contextual information is
displayed in back layer display. The physical object and the back layer
display are viewed by the participants through the semi-transparent
front display simultaneously. The second prototype is exhibition in-
formation that visualize additional contents and information with the
physical exhibits in museum environments. It helps the viewers un-
derstand content easier and better in exhibition field that deals with
complex and various information such as text, image, video, 3D ob-
ject and so on. Figure 9(c) and Figure 9(d) shows the exhibits related
to the physical tower model and its explanation.

Questionnaire responses (5-point Likert scale) indicate that
SPAROGRAM helped creating 3D depth perception by through spa-
tial memory especially when using 2-layer display (2.1 vs. 3.9). Users
comments include “not only applying stereoscopic image, but also us-
ing back display which is located at the back of the system enriches
the display area continuously”. Also, it revealed that SPAROGRAM
was more effective in creating 3D spatial presence (2.3 vs. 4.3). Four
participants commented that they received the impression that virtual
images were merged into the physical object naturally. Also, visu-
alizing much information divided into two layers and making them
observe at the same time was helpful in perceiving information effec-
tively. However, participants reported that the readability became poor
when the information presented at the back layer display became too
complex.

4.3 Discussion
User comments confirm that presenting three-dimensional AR infor-
mation using the 2-layer display with the physical object is a promis-
ing method, and that they can benefit from the spatial memory. Also,
we got some insights for future development. Some users commented
that even though they can see the images on the two displays simulta-
neously, the back display presented images at the back side, offering
a limited depth effect. Thus, we plan to explore technical issues for
fully utilizing three-dimensional displays in such a way that the view-
ers experience a coherent and continuous 3D space. A few users also
mentioned that visualizing dense information on both displays made
them confused and overlapped information required extra efforts to in-
terpret. In addition, the frontal semi-transparent display degraded the
readability of the information, and strong light coming from the back
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Fig. 9. Prototype of SPAROGRAM contents: (a)medical data visualization using conventional AR Hologram- front view(top), side view(down),
(b)medical data visualization using SPAROGRAM, (c)exhibition visualization using conventional AR Hologram, (d)exhibition visualization using
SPAROGRAM.

display disrupted the visual recognition. Accordingly, we plan to offer
clear guidance and framework to visualize AR information effectively,
such as the way to arrange and lay the data out, applying visual ele-
ments according to the characteristics of the display, and so on. We
intend to improve the general usability with a careful design of the
system.

5 LIMITATIONS AND FUTUREWORK

Although the user study has revealed the effectiveness of the SPARO-
GRAM, our current prototype has the following limitations, which can
be interesting subjects of future work for the completeness of the sys-
tem. 1) User experience: Current system matches the physical ob-
ject and the 3D information exactly, but the process is limited to one
viewer. Although such limitation is not apparent in situations that do
not require exact matching, it is necessary to consider multiple user
interactions in order to provide an enhanced user experience. 2) Dy-
namic AR: Even though the current system is focused only on a static
physical object, considering the possibility of a next generation sys-
tem that may be used in dynamic environments such as incorporating
moving object or actor in performances, an elaborate multi-tracking
is needed. Through computer vision techniques, the system could ex-
pand the boundary of visualization subjects to dynamic objects. 3)
Image Quality: Since the front display is semi-transparent, image is
partially reflected, producing a less vivid image than that of the back
layer display. Accordingly, further studies on the framework of infor-
mation visualization for a better use of both displays to ensure vivid-
ness of images, and more experiments on various characteristics of
display devices are required.

6 CONCLUSIONS

In this paper, we have presented a new 3D visualization system called
SPAROGRAM that allows viewers to look at the physical objects as
well as the displayed additional information on the front and back dis-
plays at the same time. We have focused on describing the concept of
the system comparing with conventional 3D visualization techniques.
We also have described our system implementation and evaluated the
system through the user evaluation.

We summarize our contributions as follows: 1) a novel concept of
the system for the three-dimensional visualization allowing the expan-
sion of display area by using 2-layer display and applying the stereo-
scopic imaging and also user interaction. 2) a system design and im-
plementation. 3) a user study quantitatively and qualitatively verifying
the effectiveness of the proposed system. Results highlight that our
system is significantly different from the general three-dimensional
visualization method in the way that we used both the real space sur-
rounding the physical object and the object itself as a display area at

the same time. In particular, using a continuous three-dimensional
space in AR visualization helps the user with not only more accurate
3D spatial perception (depth sense), but also with easier and better
understandings of the information. We believe that the newly pro-
posed Spatial AR Hologram is the beginning of an exploration of
three-dimensional visualization. We expect our system to be useful
in diverse fields such as exhibition, education, medical and biological
applications, interactive presentations and performances where a real
person acts as a physical object while manipulating the information on
front and back displays and many others.
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[26] M. Tory and T. Möller. Human factors in visualization research. IEEE
Transactions on Visualization and Computer Graphics, 10(1):72–84, Jan.
2004.

[27] M. H. P. H. van Beurden, G. van Hoey, H. Hatzakis, and W. A. Ijsselsteijn.
Stereoscopic displays in medical domains: a review of perception and
performance effects, 2009.

86


